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This review of the properties of leptons, mesons, and baryons is an updating of Review of Particle Properties, Particle 
Data Group [Rev. Mod. Phys. 52 (1980) No. 2, Part II]. Data are evaluated, listed, averaged, and summarized in tables. 
Numerous tables, figures, and formulae of interest to particle physicists are also included. A data booklet is available. 
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I. Introduction, credits, consultants 

This  review is an  u p d a t i n g  t h r o u g h  D e c e m b e r  1981 

o f  our  p rev ious  review o f  par t ic le  p roper t i e s  [Part icle  

Data  G r o u p  ( 1 9 8 0 ) ] .  As in previous  ed i t ions  we have  

a t t e m p t e d  to  make  the  t ex t  as c o m p l e t e  and  self-con- 

t a ined  as possible .  

As usual ,  the  resul ts  o f  our  c o m p i l a t i o n  are pre- 

sen ted  in two  sect ions ,  the  Tables  o f  Par t ic le  Proper -  

ties and  the  Da ta  Card Listings.  The  Tables  summar ize  
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the properties of only those particles whose existence 
is in our judgment experimentally well founded and 
which have a high probability of standing the test of 
time. This is a conservative judgment, and surely some 
genuine resonances are omitted, awaiting confirmation 
(see section V below). 

The Data Card Listings give up-to-date information, 
with references, on all reported particles, whether con- 
sidered well established or not. The Listings also con- 
tain mini-reviews on questions of interest. 

A history of the Particle Data Group, with a discus- 
sion of procedures and problems, has been given by 
Rosenfeld (1975), and a short survey of the history of 
some of the constants we compile may be found in 
Appendix III. 

As in previous editions, we include a section of 
miscellaneous tables, figures, and formulae. These are 
aimed at the practicing high energy physics experimen- 
talist. We welcome all suggestions and comments re- 
garding topics for deletion or inclusion, etc. This year 
we have revised many of these items, but no new ones 
have been added. 

A pocket-sized Particle Properties Data Booklet, 
containing the Tables and a reprint of the figures and 
formulae from the first part of the review, is available 
on request. For North and South America, Australia, 
and the Far East, write to Technical Information 
Department, Lawrence Berkeley Laboratory, Berkeley, 
CA 94720, USA. For all other areas, write to CERN 
Scientific Information Service, CH-1211 Geneva 23, 
Switzerland. 

As usual, we wish to emphasize that we compile the 
experimental results of others. It is inappropriate to 
give us the credit for their countless hours of effort. 
We urge that references be given directly to the origi- 
nal data, and we provide complete references in the 
Data Card Listings for that purpose. 

The responsibilities for the various sections can be 
broken down as follows: 

(1) Stable particles: R. Frosch, T. Shimada, R.E. 
Shrock, T.G. Trippe, C.G. Wohl, and G.P. Yost. 

(2) Meson resonances: M. Aguilar-Benitez, M.J. 
Losty, L. Montanet, F.C. Porter, M. Roos, and Ch. 
Walck. 

(3) Baryon resonances: R.L. Crawford, G.P. Gopal, 
R.E. Hendrick, R.L. Kelly, M.J. Losty, L.D. Roper, 
and C.G. Wohl. 

(4) General, including text : All authors. 

Consultants : To overcome gaps in our coverage, 
both intellectual and geographical, we have solicited 
the help of consultants: 
R.A. Amdt (Virginia Polytechnic Institute and State 

University), 
S. Aronson (BNL), 
W.B. Atwood (SLAC), 
C. Baltay (Columbia University), 
A. Barbaro-Galtieri (LBL), 
B. Barish (California Institute of Technology), 
A.V. Barnes (LBL), 
D. Besset (Stanford University), 
C. Bricman (CERN), 
R. Cahn (LBL), 
M.S. Chanowitz (LBL), 
J.M. Dorfan (SLAC), 
J. Engler (DESY), 
G. Feldman (SLAC), 
V. Flaminio (University of Pisa), 
F. Foster (University of Lancaster), 
M.K. Gaillard (LBL), 
G. Goldhaber (LBL), 
M. Goldhaber (BNL), 
Y. Goldschmidt-Clermont (CERN), 
R. Hagstrom (Argonne National Laboratory), 
K. Hashimoto (Virginia Polytechnic Institute and 

State University), 
J.H. Hubbell (US National Bureau of Standards), 
D.A. Jensen (University of Massachusetts at Amherst), 
J. Learned (University of Hawaii), 
G.M. Lewis (University of Glasgow), 
W.G. Moorhead (CERN), 
D.R.O. Morrison (CERN), 
P. N6methy (LBL), 
P. Oddone (LBL), 
O.E. Overseth (University of Michigan), 
S.I. Parker (University of Hawaii), 
M. Perl (SLAC), 
D.N. Schramm (University of Chicago), 
M. Shaevitz (Nevis Laboratory), 
R.I. Steinberg (University of Pennsylvania), 
B.N. Taylor (US National Bureau of Standards), 
J.A. Thompson (University of Pittsburgh), 
N.A. T6rnqvist (University of Helsinki), 
G.H. Trilling (LBL), 
R.D. Tripp (LBL), 
W.P. Trower (Virginia Polytechnic Institute and State 

University), 

iii 
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The usefulness of  this compilation depends in large 
part on the interaction between the users and the au- 
thors and consultants. We appreciate comments,  crit- 
icisms, and suggestions for improvements of  all stages 
of  data retrieval, processing, evaluation, and presenta- 
tion. 

II. Selection o f  data 

All particles are considered to fall into one of  the 
three groups: 

( I )  Stable particles, defined to be those immune to 
decay via the strong interaction, including the photon,  
the leptons, the 77, the D and F charmed mesons, the 
A c charmed baryon, etc. 

(2) Meson resonances, including the 4,  the ×, and 
the T particles. 

(3) Baryon resonances. 
These groups are maintained within the two main 

parts of  the compilation: 
(1) Tables of  Particle Properties. 
(2) Data Card Listings. 
The Data Card Listings contain the original infor- 

mation (data, references, etc.), weighted averages, 
comments,  and "mini-reviews". Immediately preced- 
ing the Data Card Listings is an illustrative key there- 
to. We at tempt to give complete Data Card Listings up 
to our closing date (January 1, 1982) for all journals 
listed in the Illustrative Key. As a general rule, we do 
not include results from preprints or unpublished con- 
ference reports. Exceptions to this rule are made on a 
case-by-case basis. 

Many of  our encoded results, those set off  in paren- 
theses, are not used for averaging. The reasoning is 
then often given in a footnote below the data. If  the 
reason is not given, it is one of  the following: 

The result was presented with no error stated. 
The result comes from a preprint or conference 

report. It is our experience that such results (and par- 
ticularly the errors) often change before final publica- 
tion. Accordingly we keep these new results in paren- 
theses until they are published (or explicitly verified 
to us by the authors). 

It involves some assumptions that we do not wish 
to incorporate. 

It is of  poor quality, e.g. bad signal-to-noise ratio. 
It is inconsistent with other results, e.g. because of 

different methods employed, rendering averaging 
meaningless. 

It is not independent of  other results, e.g. it is a 
result from one of  several partial-wave analyses all us- 
ing the same data, again rendering averaging meaning- 
less. 

Upper limits are not averaged (except in rare cases 
which are re-expressible as numbers with gaussian er- 
rors). 

When the data for a particle have received special 
treatment or present special problems, this is noted in 
a mini-review in the Data Card Listings. 

As time goes by, some early results lose all their 
weight in the averages. We may then remove them from 
the Listings without further comment.  We usually do 
not remove the corresponding reference cards, however, 
so that our reference sections preserve the historical 
record. In this edition the meson section has undergone 
an extensive "house-cleaning". As a result it appears 
more readable (or so we hope). The earlier data may 
be found in the 1980 edition). 

The Tables of  Particle Properties contain "best"  
values obtained from the data in the Data Card Listings 
by various methods. The statistical procedures of  sec- 
tion VII are used to combine independent data which 
have gaussian errors. Upper limits in the Tables usually 
represent the strongest limit available from a single ex- 
periment. The extent to which these methods are tem- 
pered by critical judgment is explained in the footnotes 
to the Tables. In general, however, the footnotes are 
less complete than is the collection of  notes and mini- 
reviews in the Data Card Listings. The reader is thus 
encouraged to become familiar with the Data Card 
Listings and, ultimately, with the original references. 

III. Nomenclature 

A. Quantum numbers 
The symbols l G (JP)C n represent: 

[ = isospin, 
G = G parity, 
J = spin (also s), 
P = space parity, 
C n = charge-conjugation parity for the neutral member 

of  the isospin multiplet. 
We also use: 

B = baryon number,  

iv 
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S = strangeness, 
C = charm, 
l = orbital angular momentum. 

1. Mesons. The charge-conjugation operator C turns 
particle into antiparticle and has eigenvalues -+1 only 
for neutral states; so it is useful to define an operator 
G which has eigenvalues for charged states too. This is 
usually * 1 defined by 

G = C exp(iTrly). (1) 

A neutral nonstrange, noncharmed state is an eigen- 
state of  exp(iTrly) with eigenvalue ( - 1 )  I. Then we can 
write the eigenvalue equation for the whole multiplet 
as 

G = C n ( - l )  / , (2 )  

where C n (n for neutral) is the eigenvalue C would 
have if applied to the neutral member of  the multiplet. 
Thus, for arr 0, C has the eigenvalue + 1, and since I 
= 1, G = - 1 .  For a charged pion, there are no eigen- 
values corresponding to C and to the isospin rotation, 
but eqs. (1) and (2) still give G = - 1 .  

Consider a meson as a bound state of  fe rmion-  
antifermion, e.g. quark-antiquark C:lq , with orbital 
angular momentum 1, and with the two fermion spins 
coupling to give a spin s. Then one can show that  the 
charge-conjugation eigenvalue [defined as in eq. (2)] 
is 

C n = ( - 1 )  t+s . (3) 

Eqs. (2) and (3) combine to give 

G = ( -1 )  l+s+l . (4) 

The parity is 

e = - ( - 1 )  ~ . (5) 

Eqs. (3) and (5) combine to give 

CnP = - ( - 1 )  s , (6) 

so all singiets (1S0, 1P 1 .... ) have CnP = - 1 ,  and all 
triplets (3S 1 .... ) have CnP = +1. For proofs of  the 
above, see our 1969 text [Particle Data Group (1969)] 

,1 Most texts define it as in eq. ( I ) ;  see e.g. Gasiorowicz 
(1966); however, sometimes the rotation is taken about 
I x . The difference between the two conventions is men- 
tioned in a footnote in K~illen (1964). 

and Appendix by C. Zemach. 
If, instead of  Ctq, we consider the meson as a state 

of  boson-antiboson (e.g. A 2 ~ K.K), it turns out that 
some signs cancel, and eqs. (3) and (4) [not eq. (5)!] 
apply unchanged. Of course, the mesons are often 
spinless, S ° s is zero, but the equations are more gen- 
eral. Eqs. (3) and (4) can be considered as selection 
rules forbidding many decays. 

We now use eqs. (3) and (4) to introduce the con- 
cept of  "Abnormal-Cn" mesons, i.e. mesons that can- 
not be composed of  C:lq. For this, it is sufficient to con- 
sider the SU(3) subgroup of  the full unitary group of  
flavors, containing the u, d, and s quarks in a {3} re- 
presentation. 

This triplet o f  quarks is of  course defined to have 
isospin and hypercharge properties such that C:tq can 
combine (according to the SU(3) relations {3} ® {3} 
= (8} * {1}) so as to form only octets and singlets. 
The non-observation of  "exotic" mesons (i.e., mesons 
in larger SU(3) representations, or mesons requiring at 
least a qC:lqCq structure) is of  course a direct consequence 
of  the naive quark model. It is less obvious that even 
some octets are forbidden by the model, namely those 
with (JP)C n = (0-+) - ,  (1 - )+ ,  (2+) - ,  .... Such states 
are not observed, and this is an additional success of  
the naive quark model classification scheme. 

When the naive quark model is extended to QCD, 
one expects gg gluonium mesons also. Since the gluon 
g is a flavor singlet, all gluonium states must be flavor 
singlets which can be expected to mix with nearby C:tq 
singlets. Nu gluonium states have been definitely estab- 
lished yet. 

In what follows, do not confuse "Abnormal-Cn" 
with "Normal" or "Abnormal" JP, both o f  which are 
allowed by the quark model. The series JP = 0 +, 1- ,  
2 + .... is called Normal because P = ( - 1 )  J as for normal 
spherical harmonics, and JP = 0 - ,  1 + .... is called 
Abnormal. 

The top part of  table 1 shows all the low angular 
momentum states that can be formed from C:tq. Note 
that half of  the JP states can be formed by both a 
triplet and a singlet C:tq state, e.g. 3P1, 1P1, or 3D2, 
1D2, in spectroscopic notation [(2s+l)lj]. Eq. (3) 
shows that 3P 1 and 1P 1 have opposite Cn, so the C:tq 
model allows both. But the states 3P 0 and 3P 2 have 
no 1 p counterparts. According to eq. (6) they have 
CnP = + 1, and with the ctq model there is no way to 
form a state with a JP of  3P0, 2 (i.e. JP = Normal) and 
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Table 1 
Orbital excitations of  the qq system, and corresponding mesons. For the distinction between Abnormal JP and Abnormal Cn, see 
text following eq. (6) in section 111. Strange and charmed mesons share the same values of  JP as the I = 0 and 1 states shown, but 
are not eigenstates of  G. The second column, which gathers together (JP)N or ACn P, is a redundant intermediate step intended to 
make the table easier to read. The table repeats itself for each radial excitation. 

qq State (2s+l)£j] (jP) _Cn P 

c ZP c7 [~or~{lor 
abnormal + ! 

Exiles of gro~qd-state mesons 
IG(jP)C n Non-strange, Strange Charmed Strange, Charmed 

Non-charmed !S I =i ICI =I ISI = ICl =I 
s = c = o (i = %) (~ = %) (T = 0) 

NORMAL-C n STATES THAT CAN COME FROM qq MODEL 

! IS (0-) I 0+(0-)+ q'n"qc(2980) ? F(2030) ? .~. __0 . . . . . . . . . . . . . . .  'A_~ . . . . . . . . .  l [ ] ~ : ) ~  . . . . . . . .  : . . . . . . . . . . .  K D(1870) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

+ 

0~ 

I 
I 
>. 

1 
7 
+ 
>. 

I 

( I -)N + 10-(t-) . . . . . .  ,~ ,J/~(3100> F*(2140) ? 
3S 1~ k [ t+( l ")- :: K*(892) D*(2010) 

k 
k~1 +)A_ 0"(I+) - H 

. . . . . . . .  . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . .  ioCI'-- . . . . .  o + , o . .  

3P0 ( t + ' ) A + ~  ,1.(0~5+ ~ / Q1,Q 2 
'0"(I )+ D,E,x(3510) QA / 

3Pl ~ I-(1+5 + A I 

X, '0+(2+5+ f'f' 'X(3555) K* (1430) 3PZ%~ (Z+)N + 
I -( 2 +5 + A2 

ID 2 ~-1 A- )+ 
I-( 2 -k + A3 ........................................................... 

3D I ( l-)~Ni - .......... same as~3S I ~-(3770)- .... 

K I 0-(2-5 -| Regge recurrence of the 
3D2 (2-5A ~l+(2-)-I Abnormal-C n state (JP)Cn= (0-)- 

- ~10"(3- ) -  ~ (1670) K*(1780) 3D 3 (3 )N+  ~]x+ (3_) _ g 

iF  3 ( 3 +5 A-  { 0~(3+) - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  l + _ ( L + k  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

3F z " (Z+)N + same as~3P2 

3F 3 ( 3+)A + ~ 0+(3+)+ 
I I-(3+)+ 

3F4 ( 4÷)N + f 0+(4+)+ h 
1-(4+)+ 

Abnormal C r 

states 

Have no qq 

model 

ABNORMAL-C n STATES THAT CANNOT COME FROM qq MODEL 

_ I 0-(0- ) - 

[0_5£_ ........ !:_+:0-:_ ........... All .... pt 

(I-5N_ {0+(i-) + 
I-(I')+ 

(0+SN_ { 0-10+) - 
i+(O +) - 

(Z+SN- I 0-(Z+)" i+(z+5_ 
( 3 -SN- i 0+( 3 -)+ 

I'(3-5+ 

JP=0- 

are 

JP = normal, 

CnP = -I 

vi 
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transfer to the leptons, f+ and f_  are relatively real if 
time-reversal invariance holds for these decays. Ku 3 
experiments measure f+ and f_ ,  while Ke3 experi- 
ments are sensitive only to f÷ because the presence of 
the lepton mass makes the f term negligible. 

(a) Ku3 experiments. Analyses of Ku 3 data fre- 
quently assume a linear dependence of f+ and f_  on t, 
i.e. 

f+_(t) = f_+(0)[1 + X±(t/m2)] . (3) 

Most Ku3 data are adequately described by eq. (3) for 
f+ and a constant f_  (i.e. ~ = 0). There are two 
equivalent parametrizations commonly used in these 
analyses: 

(1) k+, ~(0)parametrization. Analyses of Ku 3 data 
often introduce the ratio of the two form factors 

~(t) = f _ ( t ) / f+ ( t ) .  

The Ku3 decay distribution is then described by the 
two parameters k+ and ~(0) (assuming time reversal 
invariance and k = 0). These parameters can be deter- 
mined by three different methods: 

Method A .  By studying the Dalitz plot or the pion 
spectrum of K~3 decay. The Dalitz plot density is 
[see, e.g. Chounet et al. (1972)]: 

p [E~, Eu) ¢x f+2(t)[A + B ~(t) + C~(t) 2 ] , 

where 

, 2 1 , 
A = m K ( 2 E u E  v - mKE~r ) + mu(~ETr - E v ) ,  

2 ( E  1 , B = m v - ~ETr) , 

1 .2w, C = grrtuL ~ , 

, 2 m2) /2mK ETr. E ~ = E m a x - E ~ : ( m 2  + m ~ -  

Here En, E u, and E v are, respectively, the pion, muon, 
and neutrino energies in the kaon center of mass. The 
density p is fit to the data to determine the values of 
~+, ~(0), and their correlation. 

Method B. By measuring the Ku 3/Ke3 branching 
ratio and comparing it with the theoretical ratio [see, 
e.g., Fearing et al. (1970)] as given in terms of X+ and 
~(0), assuming # - e  universality: 

P(K~3)/F(Ke3 ) = 0.6457 + 1.4115~+ + 0.1264~(0) 

+ 0.0192~(0) 2 + 0.0080X+~(0), 

P(K°3)/r'(K°3) = 0.6452 + 1.3162X+ + 0.1246~(0) 

+ 0.0186~(0) 2 + 0.0064k+~(0). 

This cannot determine ~+ and ~(0) simultaneously but 
simply fixes a relationship between them. 

Method C. By measuring the muon polarization in 
Ku3 decay. In the rest frame of the K, the g is ex- 
pected to be polarized in the direction A with P = A/  
IAI, where A is given [Cabibbo and Maksymowicz 
(1964)] by 

A -- al(~)p. 

-a2(~)[-~(mK-E~r+ ,~r " "  E 

+ m K Im ~(t)(p~ × p u ) .  

If time-reversal invariance holds, ~ is real, and thus 
there is no polarization perpendicular to the K-decay 
plane. Polarization experiments measure the weighted 
average of ~(t) over the t range of the experiment, 
where the weighting accounts for the variation with t 
of the sensitivity to ~(t). 

(2) ~+, X0 parametrization. Some of the more 
recent K u 3 analyses have parametrized in terms of the 
form factors f+ and f0 which are associated with vec- 
tor and scalar exchange, respectively, to the lepton 
pair. f0 is related to f+ and f_  by 

fo( t )  = f+(t) + [t/(m 2 - m2)] f_ ( t )  . 

Here f0(0) must equal f+(0) unless f _ ( t )  diverges at 
t = 0. The earlier assumption that f+ is linear in t and 
f is constant leads to )CO linear in t: 

fo( t )  =f0(0)[1 + ko(t/m2)] . 

With the assumption that f0(0) = f÷(0), the two pa- 
rametrizations, (k+, ~(0)) and (k+, ;~0) are equivalent 
as long as correlation information is retained. (k+, k0) 
correlations tend to be less strong than (X+, ~(0)) cor- 
relations. 

The experimental results for ~(0) and its correlation 
with ~+ are listed in the K -+ and K O sections of the 
Stable Particle Data Card Listings in section XIA, 
XIB, or XIC depending on whether method A, BI or C 
discussed above was used. The corresponding values 
of X+ are listed in subsection L + M. 

Because current experiments tend to use the (~+, 
~0) parametrization, we have added a subsection L0 
for k 0 results. Wherever possible we have converted 
~(0) results into X 0 results and vice versa. 

(b) Ke3 experiments. Analysis of Ke3 data is sim- 
pler than that of Ku3 because the second term of the 

x i i i  
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matrix element assuming a pure vector current [eq. 
(2) above] can be neglected. Here f+ is usually as- 
sumed to be linear in t, and the linear coefficient )t+ 
of  eq. (3) is determined. 

If  we remove the assumption of  a pure vector cur- 
rent, then the matrix element for the decay, in addi- 
tion to the terms in eq. (2), would contain 

+ 2mKfsfi~(1 + 75)uv 

+ (2fT/mK)(PK)x(P~)ufi~oXu(1 + "),5)uv , 

where f s  is the scalar form factor, and fT is the tensor 
form factor. In the case of  the Ke3 decays where the 
f _  term can be neglected, experiments have yielded 
limits on Ifs/f+l and IfT/f+l. 

The Ke3 results for X+, IfS/f+l, and IfT/f+l are 
listed in the subsections L + M, FS, and FT, respec- 
tively, of  the K +- and K O sections of  the Stable Particle 
Data Card Listings. 

See also the Note on K~3 and K°3 Form Factors in 
the K +- section of  the Stable Particle Data Card Lis- 
tings for additional discussion of  the K03 parameters, 
correlations, and conversion between parametrization 
and also for a comparison of  the experimental results. 

3. CP violation in K 0 decays. We list parameters 
for four different reactions in which CP can be tested 
[for details, see Okun and Rubbia (1967), Steinberger 
(1969),  and Wolfenstein ( 1969)]. 

(a) K S ~ n+n-n  O. The quantity measured here is 
the ratio of  amplitudes 

As (K S ~ rr+Tr-nO)/AL(KL -+ ~'+rr-~ "0) - -x  + i y .  (4) 

If  CPT invariance holds and there is no I = 3 state pres- 
ent, then x can be neglected and CP violation would 
be observed as a nonzeroy .  We give the result for eq. 
(4) in the K 0 section of  the Stable Particle Table and 
under Branching Ratio R4 in the K 0 section of  the 
Stable Particle Data Card Listings. Our procedure is to 
assume tha tx  = 0, and to list (As /AL)  2 in the form 
of  a branching ratio. 

(b) Charge asymmetry in K L ~ 37r decays. As men- 
tioned above, the presence o f  a term in (s 2 - Sl) in 
expression (1) describing the Dalitz plot distribution 
for r -+ , r 0 decays of  K mesons would be an indication 
of  CP violation. Experimenters have used several forms 
for this CP-violation term. As described in the mini- 
review in the K -+ section of  the Stable Particle Data 

Card Listings, we have converted all results to coeffi- 
cient / in eq. (1) above. The latter is listed among the 
CP-violating parameters at the back of  the K 0 section 
of  the Stable Particle Data Card Listings. Note that 
only upper limits have been reported for this quantity. 

(c ) Asymmetry  in the K L -~ 7r~+ v decays• The 
quantity measured and compiled here is 

p(K L -+ rr-£+v) _ F(K L -+ 7r+~- v) 
8 =  

F(K L -> 7r-~+v) + F(K L ~ 7r+£-v) 

This asymmetry violates CP invariance. If  CPT is good, 
for a pure K ° beam, 8 can be written as 

6 = 2 [ ( 1 -  I x 1 2 ) / ( l l - x 1 2 ) ]  Re e ,  

where x is the AS = AQ-violating parameter defined 
in section B4, and e is the parameter of  the expansion 

]K L) = [(1 + e ) l K ) -  (1 - e) l K)]/ [2(1 + ]el2)] 1/2, (5a) 

[K S) = [(1 + e)[K) + (1 - e)lK)]/[2(1 + ]e[Z)]l/2.(Sb) 

We give 8 in the Addendum to the Stable Particle 
Table. In addition, in the K O CP-violation section of  
the Stable Particle Data Card Listings, we list 8 sepa- 
rately for K0L ~ 7r/Iv and K0L -~ Trey. 

(d) K L ~ 2n decay. The relevant parameters are 

77+ _ : A(K L ~ rr+rr-)/A(Ks -+ rr+rr - )  

= 177+_ I exp( i¢+_) ,  

r/00 = A(K L - nOnO)/A(Ks -+ n01rO) 

= 1%01 exp(iq~00), 

e, defined in eqs. (5) above, and 

e' = ½ix/~exp [i(62 -- 80) 1 I m ( A 2 / A o ) .  

Here, A i and 6 i are the amplitude and phase of  7rrr 
scattering at the K mass, defined by 

( I=  0 ITIK)  = exp( i f0 )A o , 

( I =  2IT[K)  = exp(i62)A 2 . 

Wu and Yang (1964) have derived the relationships 

r / + _ = e + e ' ,  7700 = e - 2 e ' .  

We give r/+_, r/00 , ~+_, and 4~00 in the Addendum 
to the Stable Particle Table. The phases are measured 
directly, whereas the magnitudes r/+_ and r/o0 are 
derived parameters. We use, as far as we can, the 
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directly measured quantities as input and calculate 
77+_ and r/oo from the values given by our constrained 
fits. Therefore, if one looks at the Data Card Listings, 
most of the I r~l measurements appear in the form of 
branching ratios, with appropriate comments. We then 
give the values of 7+_ and It/0012 in a separate list at 
the end of the CP-violating parameters section of the 
K O section of the Stable Particle Data Card Listings. 

4. A S  = AQ rule in K 0 decays. The relative amount 
of AS :/: AQ component present is measured by the 
parameter x, defined as 

x = A ( K  0 -> lr -~+v) /A(K 0 -> 7r-£+v). 

We list Re(x)  and Im{x)  for both Ke3 and Ku3 at the 
end of the Stable Particle Data Card Listings and give 
values in the Addendum to the Stable Particle Table. 

C. 71-decay parameters 
1. C-violation in rl decays. As a test of possible C- 

violation in electromagnetic interactions, a number of 
experiments have looked for possible charge asymme- 
tries in the decays 7/-+ lr+lr-Tr 0 and r / ~  zr+rr-3'. We 
list the following parameters: 

(a) The left-right asymmetry 

A = (N  + - N - ) / ( N  + + N - ) ,  

where N(-+) means the number of events with the 
~r (±) energy greater than the lr (~) energy in the r/rest 
frame. 

(b) The sextant asymmetry 

N I + N 3 + N  5 - N 2 - N 4 - N  6 

As =N1 + N  2 + N  3 + N  4 + N  5 + N  6 

for the decay r/-+ lr+Tr-rr 0. The numbers refer to the 
sextants of the Dalitz plot [see, for example, Layter 
(1972)]. A s is sensitive to an I = 0 C-violating asym- 
metry. 

(c) The quadrant asymmetry Aq, defined in a sim- 
ilar way as A s, but with each sector of the Dalitz plot 
now containing rr/2 rather than 7r/3 radians. Aq is sen- 
sitive to an I = 2 C-violating final state. 

(d) The d-wave contribution to the C-violating am- 
plitude in the decay r~ ~ zr+~r-3'. The upper limit for 
this contribution is measured by the parameter 3, de- 
fined by 

dN/dl cos 01 o: sin20(1 +/~ cos20), 

where 0 is the angle between the 7r + and the 3' in the 
di-pion center of mass. A term proportional to cos20 
could also be due to p- and f-wave interference. 

We list A for the decay modes r / ~  zr+rr-rr 0 and rl 
+ rr+rr-3', A s andAq for the decay 77 ~ lr+lr-Tr 0, and 
/3 for the decay 77 ~ 7r%r-3' in the 7/section of the 
Stable Particle Data Card Listings. 

2. Dalitz p lo t  f o r  rl ~ Ir+Tr-Tr O. The Dalitz plot for 
the decay 7/~ lr%r-zr 0 may be fit by the distribution 

IM(x ,y ) [  2 ~ 1 + ay  + b y  2 + cx  + d x  2 + e x y  . 

Here, 

x = X/~(T+ - T _ ) / Q ,  y = (3To/Q)  - 1 , 

T+, T_, T O are the kinetic energies of the 7r +, zr-, and zr 0 
in the r~ rest system, and Q = m n - m~r+ - m~r_ - mzr o" 
The coefficient of the term linear in x is sensitive to 
C-violation due to an I = 0 or I = 2 final state. We list 
papers presenting determinations of the parameters a, 
b, c, and d in the r/section of the Stable Particle Data 
Card Listings. However, we do not tabulate values of 
these parameters because the assumptions made by 
different authors are not compatible and do not allow 
comparison of the numerical values. 

3. Dalitz p lo t  for  rl ~ rr+lr-7. The Dalitz plot for 
the decay 77 ~ zr+zr-7 may be fit to the expression 

IMI 2 ~ 1 + 2 a z ,  

where 
3 

z = ] ~ [3(m n - 3 m ~ ) - l ( E i  - ~ m n ) l  2 = 02/02max . 
i=1 

Here E i is the energy of the ith pion in the r/rest 
frame, and 0 is the distance to the center of the Dalitz 
plot. We list the parameter a in the r/section of the 
Stable Particle Data Card Listings. 

D. Baryon-decay parameters 

1. A / V  ratio for  baryon lepton& decays. Consider 
the decay 

Bi-~ Bf + J2 + u. 

Assuming V, A theory, neglecting "induced" scalar, 
"induced" pseudoscalar, and axial weak-magnetism 
terms, and neglecting the q2 dependence of the form 
factors, the baryon part of the matrix element for 
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these decays may be written [Goldberger and Treiman 
(1958)] as 

(Bfl 7x(gv - gA 3'5) + (gw/mBi)°hVqv[ Bi), 

where B i and Bf represent initial and final baryons, 
gA and g v  the axial and vector coupling constants, gw 
the weak magnetism coupling constant, and qv the 
sum of the lepton momenta. Here the Pauli represen- 
tation is used for the 3' matrices. The ratio gA/gV may 
be written as 

gA/gV = IgA/gVl exp(i¢),  

where ¢ is 0 + n n if time reversal holds [see Jackson 
et a1.(1957)]. 

Experiments on the leptonic decays of baryons 
other than the neutron have generally assumed q~ to be 
either 0 or n, and have thus measured the magnitude 
and sign ofgA/g V. In studying neutron beta decay, 
however, experiments have been sensitive enough to 
measure ¢ more precisely, and we include the phase 
angle in our Listings for this case. It is consistent with 
time-reversal invariance, and by using the above defi- 
nition of the matrix element with the Pauli represen- 
tations, the value ofgA/g V in neutron beta decay is 
negative. 

Due to statistical limitations the weak magnetism 
form factor gw is usually assumed from CVC and 
SU(3), so that usually only gA and gv  are determined 
experimentally. This determination is accomplished in 
a variety of ways. 

(a) The lepton-neutrino angular correlation pro- 
vides a measure of the absolute value ofgA/g V [for 
relevant formulas, see, e.g., Albright (1959)]. 

(b) The up-down asymmetry of the lepton from 
polarized baryon decays provides a measure ofgA/g V 
with its sign [for relevant formulas, see, e.g., Albright 
(1959)]. 

(c) The lepton spectrum, given enough statistics, 
provides a measure ofgA/g V with its sign [for relevant 
formulas, see, e.g., Bender (1968)]. The lepton spec- 
trum also provides a measure ofgw/g A if the CVC- 
SU(3) assumption is relaxed. 

(d) The polarization of the decay baryon, from po- 
larized or unpolarized initial baryon, also provides 
gA/gV with its sign [for formulas, see, e.g., Willis and 
Thompson (1968)]. 

(e) The presence of a term proportional to 

~Bi" (Pe × P v )  , 

xvi 

where the initial baryon is polarized or 

¢rBf" (Pe × P~), 

where the polarization of the decay baryon is observed 
provides a measure of the deviation of ~ from 0 or n, 
and is thus a test of time-reversal invariance [see, e.g., 
Willis and Thompson (1968)]. 

We compile the ratio gn/gv with its sign, for those 
decays for which it has been measured. 

All the coupling constants and decay rates for bary- 
on leptonic decays are related by Cabibbo's theory 
[Cabibbo (1963)], extended to six quarks (and three 
mixing angles) by Kobayashi and Maskawa (1973). A 
recent fit to this theory has been done by Shrock and 
Wang (1978). 

2. Asymmetry parameters in nonleptonic hyperon 
decays. The transition matrix for the hyperon decay 
may be written as 

M = s + p ( ~ "  q ) ,  (6) 

where s and p are the parity-changing and the parity- 
conserving amplitudes, respectively; ~ is the Pauli spin 
operator, and q is a unit vector along the direction of 
the decay baryon in the hyperon rest frame. 

The asymmetry parameters are defined by the rela- 
tions 

a = 2 Re(s*p)/([sl 2 + [p[2), 

= 2 Im(s*p)/([s[ 2 + [p[2), 

7=  ([s[ 2 -  Ipl2)/(ls[ 2 + Ipl2).  

With the transition matrix (6), the angular distribu- 
tion of the decay baryon, in the hyperon rest system, 
is of the form 

I = 1 + a P y  " q ,  

where Py = <Ylal Y) is the hyperon polarization. 
In the notation of Lee and Yang (1957) the polari- 

zation PB of the decay baryons is * 2 

(a + Py "q)q +/3(Py Xq) + 7q × (Py ×q)  
PB = 1 + ~xPy • q 

+2 Note that Lee and Yang (1957) contains a misprint. The 
minus sign in the definition of 13 should be replaced by a 2. 
In addition, our unit vector q is the direction of the baryon, 
whereas their unit vector p is the direction of the pion. 
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where PB is defined in that rest system of the baryon 
obtained by a Lorentz transformation along q from 
the hyperon rest system in which q and Py  are defined. 
Note that ct is the helicity of  the decay baryon for un- 
polarized hyperons. 

The three parameters a,/3, and 3' satisfy the relation 

0~2 +132 + 3'2 = 1 .  

It is then convenient to describe hyperon nonleptonic 
decays in terms of  the two independent parameters 
and the angle ¢ defined by 

13 = (1 - a2) 1/2 sin ~ ,  

3' = (1 - 0t2) 1/2 COS ~b, 

which has a more nearly gaussian distribution than/3 
or 3'. Evidently 

u r  for 3 ' > 0 ,  

1 +~lr~< ¢~< ~lr for 3 ' < 0 .  

In discussing time-reversal invariance, the quantity of  
interest is A, defined by 

a = 2lsllpl cos ~/(Is[ 2 + Ip l2) ,  

13 = -21sllpl  sin A/(Isl 2 + IPl 2) ; 

that is, A is the phase angle of  s relative to p. Evident- 
ly 

~rr for a >  0 ,  

1 3 +~Tr ~< A~< ~Tr f o r a < 0 .  

Under the assumption of  time-reversal invariance, the 
angle A must satisfy the relation 

A = 8 s - 6 p ,  

modulo 7r, where 8 s and 6p are the p ion-baryon  scat- 
tering phase shifts at the appropriate energy and for 
the appropriate isospin state. For A decay, assuming 
the validity of  the 141[ = ½ rule, 

A =  8 s - 6p = (7.0 + 1.0) deg +a 

In the Stable Particle Data Card Listings we give t~ and 

,3 This value for 6 s - 6p is derived from the phase-shift 
analyses by Ayed (1976). The error is our estimation of 
the uncertainty allowing for possible correlations. 

¢ for each decay since they are the most closely re- 
lated to the experiments and are essentially uncorre- 
lated. Whenever necessary we have changed the signs 
of  the reported values, so as to agree with our conven- 
tions. In the Stable Particle Table we give a, ¢, and A 
with errors; and for convenience we also give the cen- 
tral value of  3', without an error. 

VII. Statistical procedures 

We divide this discussion on obtaining averages and 
errors into two sections: 

A. The unconstrained case, or "simple averaging", 
and 

B. The constrained case. 
In what follows, the term "error" means one stan- 

dard deviation (1 o); that is, for central value 2 and 
error 82, the range 2 + 82 constitutes a 68.3% confi- 
dence interval. 

A .  Uncons t ra ined  averaging 

We are returning this year to the use of  a standard 
gaussian procedure (with "scale factor") as our only 
method of  averaging the data. The Student's distribu- 
tion procedure, introduced in 1976 as a second meth- 
od of  averaging, has been discontinued. This results 
primarily from our observation that, although the data 
are better represented by a Student's distribution, the 
standard deviation (= the 68.3% confidence limit) of  
this Student's distribution turns out to be equal to the 
gaussian standard deviation. If  one would choose to 
quote, e.g., 90% confidence limits, however, the gaus- 
sian procedure would give too small errors. 

We begin by assuming that measurements of  a given 
quantity obey a gaussian distribution, and thus we cal- 
culate a weighted average and error 

,~-1/2 

( w, x,l ( . 

w i = [1 / (6x i )  2] , (1) 

where x i and 6x  i are the value and error, respectively, 
reported by the ith experiment, and the sums run over 
N experiments. We also calculate X 2 and compare it 
with its expectation value o f N  - 1. 

I f × 2 / ( N  - 1) is less than or equal to 1, and there 
are no known problems with the data, we accept the 
above results. 
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I f  X21(N - 1) is very large, or if there is prior knowl- 
edge of  extremely large inconsistencies between exper- 
iments, we may choose not to average the data at all. 
Alternatively, we may quote the calculated average, 
but then give an educated guess as to the error; such a 
guess is generally a quite conservative estimate de- 
signed to take into account known problems with the 
data. 

Finally, if X 2 / ( N -  1) is greater than 1, but not to 
such a large extent, we still average the data, but then 
try to make up for this fact in two ways: 

(i) We plot an ideogram to guide the reader in decid- 
ing which data might be rejected before selected aver- 
ages are made. An example of  such an ideogram is 
given in fig. 3 below. Each experiment appearing in 
the plot is represented by a gaussian with central value 
xi ,  error 6xi, and area proportional to 1/Sx i. The 
choice of  area is a somewhat arbitrary one; it is based 
on the assumption that an experimenter will work to 
reduce his (or her) systematic errors until they are 
slightly smaller (but seldom much smaller) than the 
statistical errors. Thus, as a bubble chamber physicist 
gets more events, he (or she) will use them both to re- 
duce the statistical errors and to study the biases. Our 

W E I G H T E D  AVERAGE = 2 2 8 1 . 8  ::t. 2 . 7  
ERROR SCALED BY 1 7 

C H I S Q  

K I T A G A K I  B2 DBC 0 . 6  

R U S S E L L  81 SPEC 0 . 2  

GRAESSLER 81 HBC 0 3  
C R A E S S L E R  81 HBC O 4 

k [ TAGAK [ BO DBC O 5 

C A L I C C N [ O  BO HYBR 7 5  

ALLASIA 80 EMUL 
ABRAMS BO SMK2 O , 3 

I G [ B O N [  79 SPEC 39 

l CNOPS 79 DBC 5 4 
B A L T A Y  79 H L ~ C  6 1 

A N G E L I N I  79 HYBR 0 8  

K I  KNAPP 76 SPEC 4 7 

L_/ ZZOL I 75 NBC 
:-6 Te 

, ' • ~ ' ( C O N L E V  
2 2 2 5  2 2 5 0  2 2 7 5  2 3 0 0  2 3 2 5  2 3 5 0  = 0 0 0 1 )  

L A M B O A / C +  MASS 

Fig. 3. Ideogram of measurements of the A~ mass. The verti- 
cal line indicates the position of the weighted average, while 
the horizontal bar atop the line gives the error in the average 
after scaling by the SCALE factor. Only those experiments 
indicated by + error flags were precise enough to be accepted 
in the calculation of the SCALE factor; the column on the 
far right gives the ×2 contribution of each of these experi- 
ments. The less precise experiments were included in the cal- 
culation of the weighted average, but not SCALE; they have 
3. error flags. 

confidence that a significant systematic error has not 
been made in a given experiment, as compared with 
other contradictory experiments, then tends to go up 

as l / 6x  i . 
But why not assign a weight 1/6 2, as is done when 

computing a weighted average? We feel that this is 
equivalent to assuming that large systematic errors are 
as infrequent as large statistical fluctuations, and that 
this is unrealistic. 

We emphasize the difference between least-squares 
averaging (where the weighting factor is the inverse 
square of  the error) and the ideograms prepared for 
visual display. The former arithmetic is of  course best 
if one has statistically distributed input, and yields a 
narrow gaussian distribution centered at the weighted 
mean. The ideogram (often multipeaked and certainly 
not gaussian) is based on the opposite hypothesis that 
some of  the input is systematically in error. The idea 
behind least-squares averaging is that experiments 1, 2, 
3, etc., are a//valid (so we should multiply their proba- 
bilities). Our ideograms are based on the assumption 
that 1 or 2 or 3, etc., is valid, "hedged" with 1/6x i 
betting odds; we then add their probabilities. Both ap- 
proaches cannot simultaneously be right; we leave it 
to the reader to choose. A glance at the ideogram will 
show, however, that the discrepancy is often not 
severe for reasonably distributed input. 

(ii) The second way in which we try to take account 
o f x 2 / ( N  - 1) being greater than 1 is to scale up our 
quoted error 82 in eq. (1) by a factor 

SCALE = [X2/(N - 1)] 1/2 (2) 

Our reasoning is as follows. Since we do not know 
which one or more of  the experiments are wrong, we 
assume that all experimentalists underestimated their 
errors by the same scale factor (2). If  we scale up all 
input errors by this factor, X 2 returns to N -  1, and 
of  course the output error scales up by the same factor. 

If  all the experiments have errors of  about the same 
size, the above (straightforward) procedure for calcu- 
lating SCALE is carried out. If, however, we are to 
combine experiments with widely varying errors, we 
must modify the procedure slightly. This is because it 
is the more precise experiments that most influence 
not only the average value 2, but also the error 62. 
Now, on the average, the low-precision experiments 
each contribute about unity to both  the numerator 
and the denominator of  SCALE, hence the X 2 contri- 

xviii 



Volume 111B PHYSICS LETTERS 22 April 1982 

bution of  the sensitive experiments is diluted, i.e., re- 
duced. Therefore, we evaluate SCALE by using only 
experiments for which the errors are not much greater 
than those of  the more precise experiments. Explicit- 
ly, to calculate SCALE we use only the most sensitive 
experiments, i.e., those with errors less than 60 , where 
the ceiling 60 is (arbitrarily) chosen to be 

60 = 3N1/26~ .  

Here 6~ is the unscaled error of  the mean of  all the 
experiments. Note that if each experiment had the 
same error 6x i, then 6~ would be 6xi/N 1/2, so each 
individual experiment would be well under the ceiling 
on SCALE. 

This scaling approach has the property that if there 
are two values with comparable errors separated by 
much more than their stated errors (with or without a 
number of  other experiments of  lower accuracy), the 
error on the mean value 6~ is increased so that it is 
approximately half the interval between the two dis- 
crepant values. 

We wish to emphasize the fact that our scaling pro- 
cedures for errors in no way affect central values. In 
addition, if one wishes to recover the unscaled error 
6~, one need only divide the given error by the SCALE 
factor for that error. 

B. Constrained fits 
Except for trivial cases, all branching ratios and 

rate measurements are analyzed by the computer 
program AHR. This program makes a simultaneous 
least-squares fit to all the data, and outputs the partial- 
decay fractions Pi, width F, partial widths F i, and their 
error matrix. 

The original version of  AHR was written by J. Peter 
Berge. It is documented separately, and we wish here 
only to give the simplest nontrivial example that per- 
mits us to comment on the error matrix and the scale 
factor. 

Assume that a state has only three partial-decay 
fractions,P1,P2, andP3 (~'Pi = 1), which have been 
measured in four different ratios, R 1, "--, R4,  where, 
e.g.,R 1 =P1/P2,R2 =P1/P3, etc. ,4 Further assume 
that each ratio has been measured by N experiments 

,4 We can handle any R of the form R = ~ aiPi/~. 13iP ~, where 
a i and j3 i are constants, usually 1 or 0. The forms R = Pi "PI 
and R = (Pi" Pi )1/2 are also allowed. 

(we designate each experiment with a subscript x, e.g., 
Rlx ). Then AHR finds the best values of  P1, P2, and 
P3 by minimizing X 2, namely 

4 N Rr x _Rr(P1,P2,P3) 2 

X2 = r~--1 [ x~=l( . . . . .  -~Rrx . . . . .  ) ] .  (3) 

In addition to the fitted values.Pi, the program cal- 
culates an error matrix (SPiSP,). We tabulate the 
diagonal elements 8P i = (6P i 8Pi)1/2 [except that 
some errors are scaled according to eq. (2) as discussed 
below]. In the listings we give the complete error ma- 
trix; we also calculate the fitted value of  each ratio, 
for comparison with the input data, and list it below 
the relevant input, along with a simple unconstrained 
average of  the same input. 

Two further comments on the example above. 
(1) There was no connection between measure- 

ments of  the width and the branching ratios. But 
often we also have information on partial widths Pi 
as well as total width r'. In this case AHR must intro- 
duce F as a parameter into the fit, along with the rela- 
tions Pi = PPi, y~ Pi = F. When appropriate, we tabu- 
late the F i along with the Pi, and give error matrices 
in the listings. 

(2) Note that we do not allow for correlations 
between input data. We do try to pick those ratios 
and widths which are as independent and as close to 
the original data as possible. 

In asymmetric errors, we use a continuous function 
of  6(P) + and 6(P)-  in the fitting. When no errors are 
reported, we merely list the data for inspection. 

Hyperon~lecay parameters. The program AHR 
handles any type of  input, a, ¢, A,/3, or 3', according 
to the definitions of  section VI. If  for a particular 
hyperon decay there are data for more than two of  
the decay parameters, they are analyzed by using the 
constraint 

c~ 2+/3 2 + 7  2-- 1 . 

Inconsistent constrained data. According to our 
simple example, which led to eq. (3), the double sum 
for X 2 is summed over experiments x = 1 to N, leaving 
a single sum over ratios 

p 
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Even before fitting, some of the X 2 may be too large. 
But if we scaled them before fitting, then the scaling 
would move the central value, contrary to our policy. 
So we do not scale until after the first fit; then, know- 
ing the fitted X 2 and its expectation value (X 2} we 
form SCALE factors (just as before), i.e., 

(SCALE)2 = 2 2 X r / { X r )  , 

and if any (SCALE)r is greater than 1, a l lN  of the 
measurements of  that particular ratio are equally pe- 
nalized by having their errors increased by (SCALE)r. 
Program AHR then recycles on all the data, those 
with errors unchanged as well as those with errors 
increased. We then get new values, 8137 for the errors 
in the partial-decay modes. 

Because of  the constraint ( £  Pi = 1) some SCALE 
factors may still be greater than 1 even after this sec- 
ond pass. I f  this is so, the whole procedure (i.e., in- 
creasing errors by the new SCALE factors and recy- 
cling through AHR) is repeated until AHR has con- 
verged. 

At the end of  AHR's  final pass we have two mea- 
sures of  the errors for the/3 i. One is, of  course, the 

- - i  , 

6P i , I.e., the errors in the final fitted values t37 which 
include the effects o f  scaling the input errors. The 
other measure of  the errors is (Pi - '  - Pi) ,  i.e., the shift  
in the central values of  the ith mode between the first 
(unscaled) fit and the final (scaled) fit. In practice we 
find that on the average these two measures of  the un- 
certainty are about equal. Rather than selecting just 
one or the other, our tabulated errors are given by the 
combination 

(~/3i)ta b = [t~/3i'2 + (/3 i _ /3 / )2 ]  1/2 , 

where/3 i is the fitted value of  the ith partial-decay -,  
mode before scalin_g, Pi is its value after scaling, and 

- P  . t 

8P i is the error in Pi" The SCALE factors we finally 
list in such cases are defined by 

(SCALE)/= (6 Pi )tab/6 P i . 

However, in line with our policy of  not letting SCALE 
affect the central values, we give the values o f P  i ob- 
tained from the original (unscaled) fits. [The differ- 
ences between the/5 i calculated with either the scaled 
or the unscaled errors are, of  course, always within 
the tabulated errors,  (~/3i)ta b .] 
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